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Abstract

In this chapter, we discuss the way in which visual information is gathered and try to relate this
to the task at hand. It is well established that people direct their gaze toward the places at which
they expect to be able to gather the most useful information. Studies of gaze during goal-
directed actions show that people also make sure to gather information precisely at the moment
that they need it. We argue that the eye movements that people make during interception tasks
and the precision that people achieve in such tasks suggest that people constantly update their
estimates of the details that are needed to successfully hit the target. The updating predomi-
nantly consists of replacing the previously acquired information, rather than of adding to such
information.
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INTRODUCTION

Many of our everyday actions rely on visual information. Our access to such infor-
mation depends on how we ourselves move, including where we direct our eyes.
Consequently, accumulating visual information is an active process. The information
that we acquire at any instant is limited, so we should ensure that such information is
always the information that is most important at that instant. However, there might be
other important information elsewhere, or other important information may have
been available at a different time, so it may be worthwhile to also retain some infor-
mation for later use. We will use the term visual representation to refer to the infor-
mation that has been acquired, and possibly retained, rather than to the information
that is potentially available. Before discussing how such visual representations might
be updated, it is useful to consider the possible nature of the representations. How
might such information be represented?
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THE NATURE OF VISUAL REPRESENTATIONS

We know that many brain areas are activated by visual stimulation, each in its own
specific way with its own specific latency (Schmolesky et al., 1998). Most of what
we understand about such activation is related to how it arises rather than to how it is
used. We understand that the mapping between the image on the retina and its rep-
resentation in various areas of the brain is not uniform due to the inhomogeneity of
the receptors in the retina and of the further processing. We understand that the rep-
resentation of color arises from the presence of different cone types in the retina and
from the further processing having to separate surface properties from properties of
the illumination. We understand that the representation of motion relies on correla-
tions between changes at different places at different times. However, we understand
much less about how all this allows us to recognize objects and interact with them.
One reason for this may be that it is difficult not to think about all these represen-
tations as providing information about our surrounding, rather than thinking of them
as tools for interacting with our surrounding. Approaching visual representations in
terms of how they could be used to guide our investigations of—and actions
toward—the objects that surround us might help us understand more about our ability
to recognize objects and interact with them (O’Regan and Nog, 2001).

Much of the information that falls on the retina, and therefore presumably influ-
ences the activity in at least some of the visual areas of the brain to some extent, does
not appear to influence people’s judgments or actions. We therefore consider it to be
important to understand how the visual information that does have an influence on
judgments and actions is selected and used. The prototypical example of the fact that
not everything that is represented on the retina and therefore presumably also to some
extent in several visual areas of the brain is actually “used” is the failure of many
people to detect a gorilla walking through a scene when counting the number of times
that people within the scene throw a ball to each other (Simons and Chabris, 1999). If
they had not been counting the throws but just looking at the scene, they would prob-
ably have all noticed the gorilla, because it was quite conspicuous. That people only
observe, or at least only remember having observed, what is relevant to them at any
particular moment can be illustrated by many more examples. For instance, when
searching for a certain object, looking at an object that is not what one was looking
for discourages people from looking at that object’s position again (Peterson et al.,
2001). Presumably, people remember where they have already looked, because do-
ing so can evidently be important. However, having looked at the object that was not
what one was looking for does not help one find that object if it later becomes the
target of the search (V6 and Wolfe, 2012). This is probably because at the time there
was no way to tell that remembering what one had seen might become important. The
use and retention of visual information is apparently quite selective.

Another limitation of the retention of visual information is that it cannot be very
detailed. When asked to detect a change in a static scene, so that one is aware that all
items are potentially relevant but the item that changes is not known, large changes
can go by undetected if the change itself occurs too slowly to be noticed or is masked
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by a blink, saccade, or some other transient (O’Regan et al., 1999; Rensink, 2002;
Simons and Rensink, 2005). Masking is necessary if the changes are abrupt because
particularly salient things, such as sudden changes, are noticed even if they are irrel-
evant to the task at hand (van der Stigchel et al., 2009). Importantly, even looking at
the right place is not always enough. People can miss dramatic identity changes
across cuts in films (Levin and Simons, 1997). They can even miss identity changes
when someone else appears after the person they were talking to temporarily disap-
pears from sight (Simons and Levin, 1998). In the latter cases, the identity of the
person in question is probably not relevant enough at that moment, so constancy
is assumed rather than perceived. Thus, our visual representations retain very little
detail, even for a short time and even of what we were looking at.

That visual information is only processed at the moment that it is needed is also
nicely illustrated by a study in which virtual bricks of two sizes had to be grasped
and placed elsewhere (Triesch et al., 2003). In some trials a brick changed size once
it had been grasped, near the time at which the participant moved his or her eyes to the
position at which it was to be placed. The eye movement masked detection of the
change in size. When the task was to first move the large bricks to one position
and then the small ones to a different position, so that the size of the brick was relevant
both when grasping and when placing the bricks, participants often placed bricks that
had changed size at the wrong position. They failed to notice that the size no longer
matched the position at which they were placing the brick, although they were looking
at the brick when placing it at the location that matched the original size. Thus, not only
are visual representations limited to details about the surroundings that are directly rel-
evant to the task, but such details are only considered at the moment at which they are
essential. Presumably, once participants had decided where to put the brick, there was
no longer any need to consider its size. People do not simply ignore all information that
is not directly relevant for guiding the current movement once the movement is under-
way, because if options for more effective movements arise they respond quickly and
adequately (Brenner and Smeets, 2015a). Thus, it is the anticipated relevance for
attaining their goals that determines whether information is used.

The previous examples show that there is more to selecting information than only
directing gaze. Nevertheless, where one looks does obviously strongly determine
what one sees, so the information that one wishes to acquire should direct gaze to
appropriate locations. One reason for maintaining a persistent representation of one’s
surroundings is for knowing where to look for certain information when such infor-
mation becomes relevant. When relevance has an external cause, such as a car sud-
denly heading toward you or someone calling your name, the instantaneous sensory
information can direct your response toward the position of interest. However, if you
decide to get the milk from the fridge (Land et al., 1999), you need to know that the
milk is in the fridge and that the fridge is behind you.

Examining people’s gaze behavior is one way to try to deduce what information
they were trying to acquire. When there is no task, gaze is initially directed to the
center of the scene (Tatler, 2007) or to salient objects in the scene (Peters et al.,
2005). If one knows what one is looking for but not where it is, gaze is directed
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to objects that resemble what one is looking for in some way (Becker and Lewis,
2015). If one knows where an object of interest is located, one obviously looks there
(Aivar et al., 2005). The ability to direct one’s gaze appropriately is probably largely
based on peripheral vision, supplemented by specific experience with various
aspects of the task in similar environments. In what form such supplementary
information is available, and what kinds of representations this involves, is unclear.
Different aspects of such information are undoubtedly represented in different ways
in separate parts of the brain. In some way, the task at hand must determine which
aspects of such supplementary information are relevant, and access such information
together with the latest visual input accordingly. Moreover, it must do so at the
correct time.

Experiments have shown that people would rather make additional eye move-
ments than rely on an enduring visual representation (Ballard et al., 1992, 1995).
However, people must have some enduring representation of their surroundings be-
cause they do rely on enduring visual representations to some extent (Aivar et al.,
2005; Brouwer and Knill, 2007, 2009). If people had not had some kind of enduring
visual representation, they would not know where to look for relevant items that are
not visible at that instant. People direct their gaze in anticipation of where relevant
information for the next action is to be found (Hayhoe et al., 2002, 2003; Land et al.,
1999; Mennie et al., 2007), even if there is no useful information at that position at
the moment that gaze reaches that position (for instance when making saccades to a
future bouncing point; Diaz et al., 2013a,b). This indicates that they have a suffi-
ciently good representation of the static and dynamic aspects of the scene to direct
their eyes appropriately.

That there are diverse visual representations within the brain is hardly controver-
sial. There is abundant evidence from neurology and neuroscience for the existence
of many anatomically segregated visual areas in the brain. It makes sense to process
different attributes in different brain areas because different visual attributes must be
coded in fundamentally different ways. That different attributes are processed in dif-
ferent ways is evident from the fact that one sometimes observes inconsistencies be-
tween perceived attributes (Brenner and van Damme, 1999; de Grave et al., 2004;
Gillam and Chambers, 1985; Smeets and Brenner, 2008; Smeets et al., 2002). For
example, a moving background can influence a target’s apparent motion without
influencing its apparent position accordingly (Smeets and Brenner, 1995). That dif-
ferent attributes are processed in different ways is also evident from the information
that is considered. When parts of an object are presented in rapid succession while the
eye’s orientation is changing, the object’s overall apparent shape is determined by
the parts’ relative positions in the retinal image, completely ignoring the changes
in eye orientation. However, the eye orientation at the time of the presentation is con-
sidered when judging the position of the object as a whole (Brenner and Cornelissen,
2000). If we accept the fact that there are diverse, fundamentally different visual
representations, there is no reason to expect all the representations to use the same
reference frame. Similarly, there is no reason to expect all the representations to be
updated in the same manner.
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UPDATING REPRESENTATIONS

There are several ways to update a representation. The way in which a representation
is updated obviously depends on the reason for updating the representation: doing so
when looking around in order to maintain a gaze-centered representation despite
moving one’s eyes is different from doing so while fixating to accumulate informa-
tion in order to improve the reliability of a representation. The way in which infor-
mation is updated probably also depends on the kind of representation: when
considering an object’s motion, there is no point in accumulating local information
in a putative allocentric frame of reference, because the object is constantly changing
position in such a representation, whereas it might be meaningful to accumulate local
information in a retinal frame of reference if one is pursuing the object with one’s
eyes (as in Brenner and Cornelissen, 2000), and it would be meaningful to do so
in a putative object-centered representation.

The simplest and probably most ubiquitous method of updating a representation
is by “overwriting” it. Transient representations must obviously continuously be
updated, because otherwise they disappear. The measured physiological responses
in many areas of the brain, including the lateral geniculate nucleus and the initial
visual cortical areas, appear to respond to visual stimulation in the way that one
would expect from such representations. These representations persist to some extent
due to the sluggishness of retinal processing, and are not completely oblivious to ear-
lier stimulation due to adaptive processes, but they are inherently transient. Of
course, only input that is present at that instant is represented in such a representation,
so task-dependent gaze patterns influence the content. More enduring representa-
tions might also be updated by overwriting them, but in that case the representation
will not change when there is no new input. Presumably, a representation of your
teacup’s position on the table, or of its color, does not need to be constantly updated
in order to be useful in the future. When it is updated, it is reasonable to overwrite the
location or color, rather than to remember all previous values. However, there might
also be conditions in which it is beneficial to retain previous values. What can we
expect of enduring representations and how are they likely to be updated?

As already mentioned, one might need an enduring representation for knowing
where to look for certain information when it becomes relevant, such as the example
given above of knowing that the milk is in the fridge and that the fridge is behind you.
Such knowledge could reside in a representation of where objects are relative to you.
If so, the representation must be updated whenever you move (Clemens et al., 2012;
Medendorp et al., 1999; Schutz et al., 2013; van Pelt and Medendorp, 2007). Such
updating would have to include everything that might become relevant. However,
such representations cannot remain reliable for very long, because updating is
needed with every movement. As updating cannot be perfect, errors will quickly ac-
cumulate and thereby render the representation useless after several movements
(Smeets et al., 2006). One way to increase precision might be to consider relative
positions as well as positions relative to oneself (Fiehler et al., 2014;
Klinghammer et al., 2016). One might even altogether store information such as that
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the milk is in the fridge and the fridge is opposite the sink in terms of relative
positions.

An advantage of relying on relative positions is that the representation only needs
to be updated when something relevant changes in the environment, or when one
detects new relevant things in one’s environment. Having established that there is
a cake on the table, there is no need update anything about the cake until something
changes, such as seeing someone move it or eat it. Details, such as that it is a choc-
olate cake, are unlikely to ever need to be updated, because they are unlikely to
change. However, such a representation does not tell you where things are relative
to yourself. In order to use the information to guide your gaze (or other actions), you
would either have to keep track of your own position within the remembered scene or
have to deduce your position from what you see at each instant, or consider both.
What you see at each instant is a combination of what you are looking at and what
you see in less detail in peripheral vision. Combining this with keeping track of your
actions on the basis of your intentions and the sensory feedback can probably nor-
mally provide a reasonable estimate of your position within the scene. Combining
what you see with knowing where you are, or at least knowing what sort of environ-
ment you are in, might usually be enough to make use of such a representation.

It is evident that not everything that one sees is stored in an enduring represen-
tation. The details that are stored in some such representation, and therefore that one
remembers about the circumstances at a certain moment, are probably determined by
whether one considered remembering those details to be important at the time. Con-
sequently, most details are not remembered. This is consistent with the fact that once
one knows what is changing, masking the change (Simons and Rensink, 2005) no
longer prevents one from seeing it. It also explains why having looked at an object
does not help one later find it unless its identity was already known to be important
when one first looked (Vo and Wolfe, 2012). The critical issue is not whether the
details were considered to be relevant at the time, but whether remembering them
was considered to be relevant at that time. Obviously, when looking for a certain
object, other objects’ identities are determined to some extent, in order to judge
whether they match the object that one is looking for. However, if they do not match
the target object, there is no need to remember what they were, as long as one re-
members not to look at them again. Similarly, not noticing that a bar has suddenly
become smaller just before one places it at a location that is reserved for large bars
(Triesch et al., 2003) can be explained by people no longer considering remembering
the size to be important once they know where to put the selected bar. Thus, the ex-
istence of some form of enduring visual representation is hardly controversial, but
the amount of detail that is stored in such a representation is probably quite limited
and how such an enduring visual representation is achieved is still largely unknown.

As already mentioned, most of the measured neuronal responses to visual stim-
ulation rapidly terminate when the target disappears or when eye movements shift
the target’s image to another part of the retina. Thus they appear to correspond
with transient gaze-centered representations. There are also some neurons that re-
spond to visual stimuli at certain positions relative to the head, body, or even hand,
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irrespective of the orientation of the eyes (Fattori et al., 2004, 2009; Graziano, 2001;
Lacquaniti and Caminiti, 1998; Thompson and Henriques, 2011). Some such neu-
rons even appear to contribute to an enduring representation, in the sense that the
response does not stop when the target disappears, but this is probably because their
activity is related to the upcoming movement rather than to the stimulus (Fattori
et al., 2004; Ryou and Wilson, 2004). The eyes’ orientations and the orientations
of other parts of the body must be considered when using retinal stimulation to guide
actions such as arm movements, but there is little evidence for enduring head-, body-,
or hand-centered visual representations. Experiments on how shifts in gaze influence
remembered locations are more consistent with a gaze-centered representation
(Henriques et al., 1998). Moreover, the advantage of a head-, body-, or hand-centered
representation is not evident because such representations would need to be updated
whenever one moves one’s head, body, or hand.

It is often assumed that people have some kind of gaze-centered enduring visual
representation that is updated when they move their eyes. This assumption has led to
many questions as to how information is combined across eye movements and how
we perceive a stable world despite the images in our eyes constantly changing
(Collins et al., 2009; Deubel et al., 2002; He et al., 2017; Herwig, 2015; Irwin
et al., 1990; Melcher, 2007; Niemeier et al., 2003; Oostwoud Wijdenes et al.,
2015). Much of the literature on the updating of visual representations is concerned
with these questions. However, these are only problems for enduring gaze-centered
representations. If people do indeed combine large amounts of gaze-centered infor-
mation across time, rather than primarily relying on what they see at each moment,
they must constantly update the enduring gaze-centered representation as they move
their eyes. If they also move their head, they must also update the representation in
accordance with their head movements, and so on.

Probably the most compelling support for the existence of a gaze-centered rep-
resentation that is updated when the eyes move is that various visual neurons’ recep-
tive fields shift temporarily just before saccades (Duhamel et al., 1992; Kusunoki and
Goldberg, 2003; Walker et al., 1995). In accordance with this, flashes presented in
total darkness near the time of saccades are judged to be at positions that are consis-
tent with combining the retinal stimulation with a later orientation of the eyes
(Honda, 1993; Mateeff, 1978; Matin et al., 1970; Schlag and Schlag-Rey, 2002),
and the retinal position that is considered to be relevant for a perceptual task (as
revealed by enhanced performance at that position) shifts in anticipation of the
eye movement (Mathot and Theeuwes, 2010; Rolfs et al., 2011). However, it is
not clear how such a transient shift can help construct an enduring representation.

People associate flashes with a later orientation of the eyes not only during sac-
cades but also during smooth pursuit (Brenner et al., 2001; Rotman et al., 2004).
They also associate flashes with a later position of a moving target when the eyes
are not moving at all (Nijhawan, 1994). The similarity between these three circum-
stances suggests that the perceptual errors are related to flashes rather than to eye
movements. Perhaps flashes are judged to have occurred later than they actually oc-
curred. This might be so because the sluggishness of the retina makes it impossible to
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distinguish between the extremely short bright flashes that are used in this kind of
experiment and less intense ones that last longer (Brenner and Smeets, 2010). An-
other possible explanation is that because the orientation of the eye or the position
of the moving target is constantly changing, it has to be sampled. In a typical exper-
iment, this sampling will occur in response to the flash, so that only positions some
time after the flash are considered (Brenner and Smeets, 2000).

The shift in the region of enhanced processing just before saccades (Mathot and
Theeuwes, 2010; Rolfs et al., 2011) could be considered to be the result of selecting a
different region as being relevant for the task at that moment (which is what is often
referred to as a shift of attention). The eyes then follow this decision, so the enhanced
processing precedes the eye movement. This interpretation gives the selection of in-
formation a prominent role in guiding eye movements. Following this reasoning, the
task will dictate the choice of attributes and positions that are considered to be im-
portant, and therefore what information is considered (and therefore noticed), what
additional information one tries to acquire by moving one’s eyes and body, and how
to move to fulfill the task itself. A persistent visual representation in terms of what is
present (there is a chocolate cake) and of relative positions (the cake is on the table) is
useful because it is not affected by changes in gaze or self-motion and therefore does
not need to be updated whenever we move. As for the perceived stability of the world
when we make eye movements, we are probably not confused by images flying
across the retina during saccades because the motion is too fast and the new image
quickly overwrites the old one (Matin et al., 1972) rather than because we compen-
sate for the change. Our movements, including those of our eyes, are considered
whenever we judge objects’ positions, so positions after a movement are consistent
with those before we moved. In fact, consistency between what we saw in peripheral
vision before saccades and what we see in foveal vision after saccades is probably
even used to compensate for errors in judging the magnitudes of our movements
(Deubel et al., 1998, 2010). The world is assumed to be stable, while the retinal im-
age changes dramatically.

Rather than updating a representation to keep the representation up to date, one
might also update a visual representation to improve one’s judgments of selected
measures. In that case, the representation will not be updated when one shifts gaze,
but will be updated whenever one does not. In sports, better performance is associ-
ated with keeping looking at specific points; and people are even trained to do so
(Gonzalez et al., 2017; Lebeau et al., 2016). We know that people look at a position
for a longer time if they suspect that the visual processing will take more time
(Becker, 2011; Hooge and Erkelens, 1998). However, it is not clear why looking
longer helps. Some attributes take more time to judge than others, and combining
several attributes may improve precision. An example of an attribute that might take
relatively long to judge is retinal motion, because in order to judge retinal motion, the
brain has to detect changes at two different times and places (van de Grind et al.,
1986; van Doorn and Koenderink, 1982). Another possibility is that information
about a single attribute is somehow accumulated. This would require an enduring
gaze-centered visual representation but not necessarily one that is updated when
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the eyes move. A final possibility is that the spatiotemporal sensitivity of the retina
makes what we see depend on where we have just looked, so the precise eye move-
ment pattern during fixations, including slow drifts and microsaccades, influences
how the retinal stimulation is processed (Rucci and Victor, 2015; Rucci et al.,
2007). The retina is particularly sensitive to change. Large changes in fixation give
rise to large changes at all spatial frequencies. Small changes in fixation only give
rise to large changes at high spatial frequencies. Thus, the signals from the retina
depend not only on where one is looking but also on how long one has been looking
near there. Looking longer at the same place with some drift and microsaccades in-
creases the relative contribution of high spatial frequencies in the retinal signal and
therefore increases the sensitivity to fine detail at that position (Boi et al., 2017).
Thus, even without any representation that is integrating information across time,
it might be advantageous to look longer if one needs to detect finer details. This
may be responsible for how long one looks being task dependent.

Thus, altogether, it would appear that we mainly rely on the information that is
instantaneously available (Horowitz and Wolfe, 1998). Some information that is
considered to be likely to be useful in the future is retained, but in quite minimal
detail, presumably partly in a form that is independent of gaze. This is necessary
to not keep looking in the same place when you misplaced your mug, or briefly re-
membering where an object appears to be relative to oneself when relating its appar-
ent position before a saccade to what one sees after the saccade. The positions and
attributes that are deemed relevant at any instant appear to largely determine how one
directs one’s gaze and therefore what information is available to guide our judgments
and actions. One consequence of primarily relying on instantaneous information is
that precisely when one looks where can be critical for the control of our actions.

CONTINUOUS CONTROL OF ACTION

An action that is very suitable for studying the timing of the use of information is
interception. To intercept a target, people must combine the perceived target position
and velocity to anticipate where the target will be some time in the future. Any error
in judging the position or velocity, or in judging one’s own capabilities, will have
consequences for the progression or even the outcome of the action. If one is
constantly judging the position and velocity and using these judgments to update
the estimate of where to hit the target, most of the random components in the
above-mentioned errors will average out as the ever-changing estimate is smoothed
by the mechanical properties of the arm, resulting in an outcome that depends on a
weighted average of previous estimates. Later estimates will generally have more
impact, except when they are so late that the arm can no longer respond. Thus, in
contrast to what one would expect if people would improve their judgment of the
velocity by accumulating visual information about the velocity across time, one
would not expect seeing a target that is moving at a constant velocity for a longer
time before one approaches it to improve performance. Indeed, when asked to tap
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on such a target when it reached a specified position, whether it was visible for
1200ms or only for 600 ms before reaching that position did not influence how pre-
cisely participants hit at the right time (Brenner and Smeets, 2015b). One would ex-
pect seeing the target longer, while one is approaching it to matter, and indeed how
long before the hit such a target disappears from view does clearly matter (Brenner
and Smeets, 2011), as does whether a falling ball is visible for 530 ms or only 370 ms
before being hit (Brenner et al., 2014). Relying on continuously updated judgments
of the position and velocity makes it essential to keep updating the information until
doing so becomes useless due to sensorimotor delays (Brenner and Smeets, 2015b).
This is probably why people naturally follow the target with their gaze (Brenner and
Smeets, 2007, 2009a; Soechting et al., 2009) and seldom blink while trying to inter-
cept it (but rather delay the blink until just after the tap; unpublished observation).

In our experience with interception tasks, the only way to reliably stop people
from looking (exclusively) at the target is to make the required precision at another
position even more important for the task. If another object than the target is relevant
to the task, but its position does not need to be determined with more precision, peo-
ple occasionally take a quick look (Brenner and Smeets, 2009a), but such glimpses
are brief and rare. If people have to intercept a large target at a very precise position,
they direct their gaze toward the position at which they have to tap. Since doing so
reduces the precision of judgments of the target’s position (due to its retinal eccen-
tricity) and possibly of its velocity, the precision in timing the interception becomes
lower when one does so (Brenner and Smeets, 2011, 2015¢).

From the preceding findings, one might expect that if people must look elsewhere
at some time while trying to catch a ball, they would always do so as early as possible.
In a study that was designed to examine this, five of six participants tested did indeed
predominantly shift their gaze away from the ball as early as possible, but the sixth
participant did so as late as possible. Nevertheless, this participant did not drop ex-
ceptionally many balls (Lopez-Moliner and Brenner, 2016). Why not? In particular,
why did participants not always look away early if it is critical to look at the ball later
in time? The reason is probably that if one’s prediction is very incorrect and one only
realizes that it is incorrect just before the last moment at which corrections can still be
made (due to sensorimotor delays) there will no longer be time to make the required
adjustments. Normally, constantly adjusting one’s movement to the instantaneous
estimate helps achieve a high precision, because continuous small adjustments inte-
grate across time to provide a precise action. It is therefore useful to update informa-
tion for some time before the last moment at which adjustments can be made. If one
does so, systematically misjudging properties such as the target’s velocity will only
influence performance to the extent that it influences the action during that last time
period (Brenner and Smeets, 2015b; de la Malla et al., 2017). However, if the initial
error is large, there will be too large an error to correct, so one will not achieve a high
precision despite looking at the ball until it is caught.

The studies mentioned earlier demonstrate that people continuously adjust their
movements when targets move in a predictable manner: at a constant velocity or ac-
celerated by gravity. When the target is moving erratically or actively trying to avoid



4 Continuous control of action

being hit, it is obviously even more beneficial to constantly update one’s represen-
tation of the target’s position and movement. The many studies using perturbed tar-
gets show that people automatically rapidly adjust to many changes (Aivar et al.,
2008; Brenner and Smeets, 2009b; Brenner et al., 1998; Goodale et al., 1986;
Prablanc and Martin, 1992; Veerman et al., 2008), so all the underlying judgments
must rapidly be updated. When trying to intercept virtual targets that move with var-
ious interleaved constant accelerations, people make errors that correspond with the
targets’ acceleration during the time during which no more adjustments can be made,
exactly as one would expect if they continuously adjust their movement on the basis
of the target’s position and velocity, ignoring the acceleration (Brenner and Smeets,
2015b). People do not make such errors when catching or hitting real balls, because
the systematic error disappears almost altogether when a given acceleration is re-
peated a few times (Brenner et al., 2016). These findings reveal that the interceptive
action relies on a constantly updated visual representation of the target’s position and
velocity to predict where the target will be some time in the future, but also relies on
experience during previous trials to use these measures to make the predictions.

When one knows that a ball’s motion will change at a certain place, for instance
because there is a surface on its path, people quickly divert their gaze to that position
(Land and McLeod, 2000), or to where the ball will be slightly after reaching that
position (Diaz et al., 2013b), presumably so that the eyes will be on the ball during
the critical moments of the action (Mann et al., 2013). Keeping one’s eyes on the ball
after the bounce is advantageous in terms of updating one’ visual representation at
the critical moment. It is particularly advantageous if the ball’s path can be diverted
slightly when it bounces off the surface due to the ball spinning or the surface being
uneven (McLeod and Jenkins, 1991). Interception is by no means the only task in
which people consistently direct their gaze where critical information for updating
their actions is likely to be. Gaze is also consistently directed toward an object that
one intends to grasp (Voudouris et al., 2016) or to where one will soon place one’s
foot when walking over terrain that constrains foot placement (Matthis and Fajen,
2014; Matthis et al., 2015).

Continuously acting on instantaneous updates of the critical visual information is
also not specific to interception, but is similarly evident in other movements such as
moving one’s hand to a static object or reaching to grasp an object. Rapid adjust-
ments to such movements are found when the objects’ positions change (Brenner
and Smeets, 2015b; Paulignan et al., 1991b), but also when their sizes or orientations
change (Brenner and Smeets, 2009b; Castiello et al., 1993; Paulignan et al., 1991a;
van Mierlo et al., 2009; Voudouris et al., 2013). Some of these changes even occur
when people do not notice that anything has changed (Goodale et al., 1986; Prablanc
and Martin, 1992). The latter finding is considered to be surprising, but it is
completely consistent with relying on a visual representation in which information
is constantly being replaced to adjust one’s action. In that case, there is no need notice
the change to respond to it (Smeets et al., 2016). Noticing a change or detecting mo-
tion might give rise to an additional response, because one might not only make ad-
justments to reach the new position but actually initially aim even further in the
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direction of the displacement because seeing the target move might initially make
one expect it to continue to move.

Adjustments can also be made when things in the surrounding change. This might
sometimes be because the surrounding is considered to be static, so that motion of the
surrounding is interpreted as being due to self-motion (Gomi, 2008; Saijo et al.,
2005), but it also makes sense to respond to actual displacements of items in the
surrounding, especially if they are close to the target (Brenner and Smeets,
2015c¢), because such items might become, or at least be considered to become, ob-
stacles (Aivar et al., 2008). Rapid adjustments are also found when we acquire new
information about our own actions (Brenner and Smeets, 2003; Reichenbach et al.,
2014; Saunders and Knill, 2003, 2005).

When a change in the environment calls for a more elaborate response than a sim-
ple adjustment to the updated information, such as when an object rotates so that it
would be better to grasp it at different positions, the hand initially simply responds to
the updated grasping points, but some time later a more suitable response is initiated
(Voudouris et al., 2013). This is probably just because the changes in position are
updated faster than the changes in orientation, so each digit’s endpoint is initially
adjusted on the basis of the changes in the positions of the points by which one
intended to grasp the object (Smeets and Brenner, 1999), after which the updated
orientation leads to a new selection of points for grasping the object. Such a sequence
of events is consistent with the idea that different sets of measures are used separately
for different aspects of the task and take different amounts of time to update and
process.

MOVEMENT STRATEGIES

We have been arguing that sensory information is continuously updated and that the
updated information is used as soon as it becomes available. Obviously, there are
considerable delays involved. Overcoming such delays requires some kind of predic-
tion, both in relation to the motion of external objects and in relation to one’s own
movements (Scott, 2012; Wolpert and Flanagan, 2001). The prediction must there-
fore also constantly be updated. The various inputs for the predictions might be
updated with different delays, and the resolution of each input may change over time
or as a function of gaze. There may be discontinuities in the input when performance
on the task dictates that one shifts one’s gaze, perhaps because looking elsewhere is
advantageous for an upcoming component of the task. There are obviously discon-
tinuities in the updating when the task itself changes. As already mentioned, the in-
formation acquired during a fixation (or period of smooth pursuit) takes some time to
stabilize, both because measures such as the speed of retinal motion take more time
to process than others and because the relative sensitivity to different spatial frequen-
cies changes during the first tens of milliseconds after saccades (Rucci and Victor,
2015). Whenever the input changes, there is the possibility that adjustments to the
action will be considered to be necessary. Thus, it is not too surprising that despite
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continuously controlling movements on the basis of continuously updated visual in-
formation, the movements themselves are not always completely smooth (Khan
et al., 2006; Lee et al., 1997).

Having to make predictions means that one must incorporate knowledge about
the delays. Moreover, despite continuous control based on instantaneous informa-
tion, there are many aspects of movements that might benefit from considering pre-
vious experience. One can do so quite directly, for instance adjusting the timing of
one’s movements in response to feedback indicating that the circumstances are
slightly different than expected. One can also do so on the basis of prolonged expe-
rience. For example, although there is much to be said for moving as smoothly as
possible (minimizing jerk; Flash and Hogan, 1985) in terms of energy consumption
and risk of injury, it may sometimes be advantageous to move differently in order to
make better use of one’s ability to acquire and use information to guide the task at
hand. Finding the best way to move is probably quite a complicated process that re-
quires a lot of practice to optimize.

Movements are not always precisely the same under identical circumstances.
This is partly because the movements are constantly guided by the latest noisy sen-
sory estimates, as mentioned earlier, and partly due to noise in the neuromuscular
pathway. Additional variability probably arises from considering recent experience
and possibly from slightly varying one’s movements in order to search for the best
strategy. There is ample evidence that details of the way we move are influenced by
recent experience, both in terms of the stimuli that were encountered and in terms of
feedback about one’s performance (Brenner et al., 2013, 2016; de Lussanet et al.,
2001; Elliott et al., 2010, 2017). Finding evidence for attempts to find the optimal
strategy is much more difficult, but the fact that many actions improve with practice
indicates that something must be changing. We know very little about how such
changes arise and how they are linked to the appropriate circumstances.

An example of a strategy that does not directly arise from continuous control
but that is advantageous if one relies on continuous control is to move the hand
asymmetrically, starting quickly in order to rapidly bring it close to the target so
that it can then slow down during the final stages of the movement. This is advan-
tageous because seeing the hand move slowly close to the target improves the pre-
cision of the sensory signals that guide the hand to the target, such as estimates of
the hand’s distance from the target and of its position and velocity at the last mo-
ment at which adjustments can be made. Moreover, moving slowly near the end of
the movement provides more time to make adjustments, while the hand is close to
the target. Any further distinction between an early and a late movement phase
(Elliott et al., 2010, 2017; Woodworth, 1899) may simply be caused by the chang-
ing information about the hand that is acquired during the movement, together with
predictions based on experience as to how such information will become available.
People must somehow learn that a certain compromise between starting very fast
and ending very slowly to maximize precision and performing smooth movements
to optimize other factors is advantageous if one wants to achieve a high final spatial
precision.
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One difficulty in learning how best to move is that different strategies apply under
different circumstances. The timing of goal-directed movements is affected by the
way in which one moves (Schmidt, 1969; Schmidt et al., 1979). When moving to-
ward a static target, it is advantageous to end one’s movement slowly in order to
be able to adjust the final path, but when moving toward a target that is moving fast,
timing the end of the movement precisely becomes critical. Timing the moment of
contact precisely can be achieved by moving fast near the moment of contact
(Brenner et al., 2012). There are also conditions in which it is advantageous to move
along a curved path (Brenner and Smeets, 2015b). It is therefore not surprising that
wanting to end a movement with a high velocity in a direction that is not the main
direction of motion, while a long movement time is imposed, can lead to deviations
from smooth paths (Lee et al., 1997). This does not refute the idea of continuous con-
trol as long as one acknowledges that smoothness of the movement, and therefore
probably energy consumption, is not the only consideration. If seeing one’s
approaching hand is important, but fixating the target is even more important, one
should not be surprised to see adjustments made when the hand comes into view
or as it comes closer to the target or slows down so that its position can be judged
more precisely. With continuous updating, adjustments will usually tend to be grad-
ual, but if one wants to hit a target at an indicated position and realizes that one is
arriving too late, one will have to increase the movement speed, so there will be an
additional acceleration.

We have mainly discussed continuous control in cases in which the target moved
completely predictably, so that gathering more information might increase one’s pre-
cision but is not essential for performing the task. There are many natural conditions
in which continuous control is critical, and would even be so if one would be able to
judge positions, velocities, and accelerations very precisely at a glimpse. One might
survive being unable to accurately intercept an object that is rolling away across an
uneven surface or actively trying to escape. However, our distant ancestors would
probably not have survived if they could not adjust their grip when the wind pushed
a branch away. We ourselves would probably get into many embarrassing situations
if we could not adjust our movements when others hand us objects. Thus, in the real
world, it is probably important to continuously update one’s judgments and quickly
adjust one’s actions accordingly, rather than integrating information over long pe-
riods of time before planning the perfect action.

Our actions are sometimes guided by what we anticipate rather than directly by
what we see. Considering uncertainties such as those mentioned in the previous par-
agraph, it is useful to consider one’s experience when converting the instantaneous
visual representations into the anticipations that guide our actions. It might for in-
stance be useful to consider that falling objects generally accelerate due to gravity,
even if one does not actually notice the acceleration. More generally, it might be use-
ful to consider the outcome of previous actions in which the circumstances were sim-
ilar. We know that people adjust their actions to quite arbitrary circumstances, such
as unusual target accelerations (Brenner et al., 2016) or artificial delays in the con-
sequences of their own actions (de la Malla et al., 2014). Adjustments to such
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circumstances need not be adequate for the next action. When they are not, they are
likely to introduce errors that need to be compensated for during the movement, as
evidence that they are unsuitable emerges. One might even start moving before
knowing the precise requirements: the eyes have been seen to move toward the
global position at which targets appear before any target has actually appeared
(Brenner and Smeets, 2009a) and to start pursuing a moving target before the target
has started to move (Kowler et al., 2014). The hand has been seen to start to move
before one knows precisely where it will be moving to (Brenner and Smeets, 2015a;
Hening et al., 1988; van Sonderen and Denier van der Gon, 1991). Thus, in order to
draw conclusions from a pattern of movement, one must be certain that one under-
stands the history and the precise constraints. We argue that the large variability in
how movements are made, across individuals but especially across similar actions by
the same individual, can be understood in terms of people relying on instantaneous
visual information together with various more abstract aspects of their recent expe-
rience, such as that they should aim less far ahead of a moving target (Brenner et al.,
2013) or further to the left than on the previous trial (van Beers, 2009).

CONCLUSION

We propose that the visual representations in the brain are continuously updated as
new information enters our eyes. The way we direct our gaze largely determines the
content of these representations. The task determines how we direct our gaze in order
to ensure that the representations contain relevant information. The task probably
also determines what information is actually used and what is retained in a more en-
during representation. The information that is retained is probably very limited, con-
sisting of some basic information about objects and their relative positions,
information about what information is relevant for the task and how to respond to
it, and any strategies that might improve performance when one encounters the same
or a similar task in the future. Such information is combined with continuous control
on the basis of the information that is available at each moment to guide our actions.
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