Sensory integration does not lead to sensory calibration

Jeroen B. J. Smeets, John J. van den Dobbelsteen, Denise D. J. de Grave, Robert J. van Beers, and Eli Brenner

PNAS published online Nov 27, 2006;
doi:10.1073/pnas.0607687103

This information is current as of November 2006.

Supplementary Material
Supplementary material can be found at:
www.pnas.org/cgi/content/full/0607687103/DC1

This article has been cited by other articles:
www.pnas.org#otherarticles

E-mail Alerts
Receive free email alerts when new articles cite this article - sign up in the box at the top right corner of the article or click here.

Rights & Permissions
To reproduce this article in part (figures, tables) or in entirety, see:
www.pnas.org/misc/rightperm.shtml

Reprints
To order reprints, see:
www.pnas.org/misc/reprints.shtml
Sensory integration does not lead to sensory calibration

Jeroen B. J. Smeets*,‡, John J. van den Dobbelsteen*,§, Denise D. J. de Grave*,†, Robert J. van Beers*,¶, and Eli Brenner*†

*Afdeling Neurowetenschappen, Erasmus MC, P.O. Box 1738, NL-3000 DR, Rotterdam, The Netherlands; and †Faculty of Human Movement Sciences, Vrije Universiteit, NL-1081 BT, Amsterdam, The Netherlands

Edited by Dale Purves, Duke University Medical Center, Durham, NC, and approved October 9, 2006 (received for review September 2, 2006)

One generally has the impression that one feels one’s hand at the same location as one sees it. However, because our brain deals with possibly conflicting visual and proprioceptive information about hand position by combining it into an optimal estimate of the hand’s location, mutual calibration is not necessary to achieve such a coherent percept. Does sensory integration nevertheless entail sensory calibration? We asked subjects to move their hand between visual targets. Blocks of trials without any visual feedback about their hand’s position were alternated with blocks with veridical visual feedback. Whenever vision was removed, individual subjects’ hands slowly drifted toward the same position to which they had drifted on previous blocks without visual feedback. The time course of the observed drift depended in a predictable manner (assuming optimal sensory combination) on the variable errors in the blocks with and without visual feedback. We conclude that the optimal use of unaligned sensory information, rather than changes within either of the senses or an accumulation of execution errors, is the cause of the frequently observed movement drift. The conclusion that seeing one’s hand does not lead to an alignment between vision and proprioception has important consequences for the interpretation of previous work on visuomotor adaptation.

adaptation | motor control | vision | proprioception | drift

One generally has the impression that one feels one’s hand at the same location as one sees it. This impression has formed the basis for many theories about the calibration of our senses (1, 2), about how movements are controlled (3), and about the formation of body schema (4). The visual estimate of the position of one’s hand (relative to oneself) is based on the retinal position of the hand’s image and the orientation of the eyes. The proprioceptive estimate is based on joint or limb angles. When information is available in both modalities, we combine these sources of information into one coherent idea of where our hand is relative to ourselves (5), as has been modeled successfully assuming an optimal combination of sensory information (6–8) (Fig. 1A). The optimal combination of information from multiple sensors is a weighted average, with weights based on the precision (the inverse of the variance, see Eq. 1 in Materials and Methods). Although this optimal combination gives the most precise estimate of the position of our hand, it does not remove systematic errors (biases). If such biases exist (9), the optimal combination has an interesting consequence: the perceived (egocentric) position of our hand should change in a reproducible way whenever the hand moves out of sight.

We think that such changes occur, but they are never noticed because they are not instantaneous. We propose that the visual estimate of hand position does not disappear as soon as the hand disappears from view (much as the approximate position of whatever you were looking at is still evident when you close your eyes). The visual estimate persists, and it is updated with efferent information about the hand’s (intended) movements. However, each movement of the unseen hand adds uncertainty to this visual estimate because the actual movement can differ from the intended one. Considering this increasing uncertainty means that the combined (optimal) estimate will rely less and less on visual information about the hand, and it will therefore drift toward the proprioceptive estimate (Fig. 1B).

When our hand touches an object in our environment, we know that the object and our hand are at the same location. Consequently, not only our hand but also that object can be localized by the optimal combination of proprioception and vision. The proprioceptive estimate of an object’s position must be as reliable as that of the hand (Fig. 1C) when one knows (visually or haptically) that they are at the same location because otherwise they would not be perceived at the same location (assuming optimal cue combination). For proprioception to contribute to the (egocentric) localization of the object, it is not necessary that the object contacts the hand, as long as the object’s position relative to the hand is known (e.g., visually). This description of how humans combine information about the location of objects relative to their moving arm is similar to the algorithms that have been proposed to process location information of sensors in mobile robots (10, 11).

In the preceding paragraph, we argued that proprioception contributes to the (egocentric) localization of an object that we are not touching in a similar way as vision contributes to the localization of the unseen hand. Knowledge of the object’s position relative to the hand is essential for these estimates. Even if the hand disappears from view, the proprioceptive estimate of an object’s position does not change because the relative position does not change as long as the hand does not move. However, when the unseen hand moves, the information about the object’s position relative to the hand (and thus the proprioceptive estimate of the object’s location) becomes less precise because of the uncertainty about the correct movement execution. Because each movement of the unseen hand adds uncertainty to the proprioceptive estimate of the object’s position, the combined estimate of that position will rely less and less on it, and it will drift toward the visual estimate (Fig. 1D). Thus after the hand is removed from view, the perceived location of hand and object will drift apart (the horizontal arrow in Fig. 1). A quantitative model of this reasoning is derived in Materials and Methods.
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First movements in each of the last three blocks illustrate that subjects made normal movements with approximately bell-shaped velocity profiles.

or with visual feedback of the movement of the real cube. The numbers of trials within each block are indicated. (Similar-sized real cube in their unseen hand. They had to move the real cube to the position of the virtual cube in five successive blocks.)

Fig. 2. Experimental setup and design. (A) Subjects viewed a simple scene consisting of a three-dimensional cube floating in total darkness, and they held a similar-sized real cube in their unseen hand. They had to move the real cube to the position of the virtual cube in five successive blocks (B) either without (test) or with visual feedback of the movement of the real cube. The numbers of trials within each block are indicated. (C) The velocity profiles of a single subject’s first movements in each of the last three blocks illustrate that subjects made normal movements with approximately bell-shaped velocity profiles.

The hypothesis outlined above does not involve any mutual calibration between vision and proprioception. Using a paradigm that we used before to study adaptation (12, 13), we will directly test the prediction that no such calibration occurs. In this paradigm, subjects move a cube between four positions in a virtual environment, alternating between blocks of trials without any visual feedback about their hand’s position and ones with visual feedback during the movements (Fig. 2). We start the experiment with a block without visual feedback. In this initial block, subjects make movements without having seen their hand in the virtual environment. They will make errors corresponding to the mismatch between vision and proprioception. The purpose of the visual feedback in subsequent blocks was to examine whether subjects mutually calibrated vision and proprioception when veridical feedback was given to them. We consider an absence of calibration to veridical feedback as an even stronger evidence for our theory than an absence of calibration to an arbitrary feedback. We predict that during these blocks with feedback subjects do not mutually calibrate vision and proprioception but only combine them in the same way for both hand and target. This combination results in the same bias for hand and target and thus in movements without a systematic error. After removing visual feedback, subjects’ movement endpoints will gradually drift away from the targets until they make the same errors as in the initial block.

Results

Any mismatch between vision and proprioception will lead to a bias in the initial block without visual feedback. Such biases were indeed clearly visible for all subjects (see, e.g., Fig. 3 Upper). In the first block of trials in which subjects received no visual feedback about the position of their hand, subjects on average had a bias of 4.7 cm (range 2.8–9.7 cm), with a variable error ($\sqrt{\sigma_x^2 + \sigma_y^2 + \sigma_z^2}$) of 3.3 cm. To be able to determine the bias and variability on a trial-by-trial basis, we introduce two error measures. The primary error is the component of the error (in each trial) in the direction of the (average) bias in the initial block. On average, this error was obviously 4.7 cm in the first block. The secondary error (our measure for the variable error) is the component of the error (in each trial) that is perpendicular to the direction of the bias in the first block. This error was 2.3 cm (range 1.4–2.9 cm) in the first block (see Fig. 3 Lower). These two errors were not correlated across subjects ($r = 0.05; P > 0.5$); subjects with a large bias were thus not more variable than subjects with a small bias. With visual feedback of the hand, the primary error was on average reduced to 0.1 cm (range 0.3–0.5 cm) and the secondary error to 0.6 cm (range 0.4–1.2 cm). After removing the feedback, both the primary error and the secondary error increased.

Comparison with Model. The model (see Materials and Methods) predicts that the increase of (both primary and secondary) error per movement depends on the ratio between the perceptual variance ($\sigma_p^2$) and the execution variance ($\sigma_e^2$). Substituting...
the measured bias and variances in Eqs. 4 and 5, we obtain a ratio of 9. This ratio, in combination with the average bias of 4.7 cm, predicts the continuous curves in Fig. 3. These curves are thus based on the blocks indicated by the white and black data points, and they predict the behavior shown by the yellow data points. The prediction for the primary error (Eq. 4) starts at 0 for the last trial with feedback and increases to 4.0 cm after 50 trials without feedback. The experimentally observed time course of errors matches this prediction rather adequately, although the increase of errors is slightly faster than predicted.

We can also make a prediction for the secondary error by using Eq. 5. After a block of movements with visual feedback, the variance should be halved (because both hand and target are now localized by using two senses instead of one) so that the secondary error should be a factor \(\sqrt{2}\) smaller than in the initial block. This error should gradually increase to the level of the first block (Fig. 3, Lower, continuous curve). The measured secondary error follows the predictions rather well.

**Subject Specificity.** The bias differed considerably among subjects, both in amplitude and in direction. If this bias is really caused by a systematic mismatch between vision and proprioception, it should always have the same direction and amplitude for each subject. As predicted by Eq. 3, the three components of the individual subject’s biases in the second half of the blocks in which veridical feedback was removed were in the same direction, but they were slightly smaller than those in the initial block (Fig. 4A). The limited number of trials within a block is the reason for these slightly smaller errors. The subject’s biases were even reproducible across days (Fig. 4B).

**Additional Experimentally Confirmed Predictions.** One important aspect of the model is that the drift is caused by the mismatch between two sensory sources of information, which means that if targets are presented in another modality (e.g., proprioceptively), the mismatch is likely to be different, so the drift will be in a different direction. This result is not what one would expect if drift were caused by execution errors only. To test this prediction, we reanalyzed data from an earlier experiment in which subjects moved their right hand over a horizontal surface to targets that were either defined visually or by proprioception of their left hand (ref. 14; for details, see Drift and Sensory Modality, which is published as supporting information on the PNAS web site). For both type of targets, movement endpoints of the right hand drifted considerably during the experiment. As predicted, the drift for proprioceptively defined targets was in a different direction than for visually defined targets (Fig. 5).

The model predicts that the drift should be slower if the execution error is smaller. Subjects are generally more precise if
they can use the friction with a surface to stop their movement. We therefore also analyzed an experiment in which subjects moved a pen between four positions on a graphic tablet (ref. 15; for details, see Effect of Movement Precision on Drift Speed, which is published as supporting information on the PNAS web site). In a condition with visual feedback, the subjects' variances were 100 times smaller than in the trials with feedback of the present study. Without feedback, the variances were \( \approx 9 \) times smaller. The ratio between the variances in perception and execution is thus \( \approx 10 \) times larger than in the present study, which means that our model predicts a considerably slower drift (Fig. 6). We fit Eq. 4 to the data with the sensory mismatch as a single-fit parameter (because we have no independent measure of the mismatch in that study). Using the measured ratio of variances to determine the speed of the drift (continuous curve), the model fits the data very well; the systematic sensory mismatch is 3.6 cm according to this fit. Assuming the same ratio of variances (and thus speed of drift) as in Fig. 4 resulted in a much poorer fit (dashed curve). Thus, the relationship between the variability and the speed of drift is in accordance with our hypothesis.

**Discussion**

As predicted, we found that subjects always drift back to the same error when visual feedback is removed (Fig. 3). This bias was different for different subjects, but it remained stable across days (Fig. 4), which shows that proprioception and vision are systematically misaligned in a stable, subject-specific way. Using the measured variances, we could predict the speed of the drift reasonably well. This good prediction was not a coincidence; we showed that in an experiment in which the variances were different, the speed of drift differed according to the model's predictions (Fig. 6). The drift can therefore be regarded as being caused by optimally combining inconsistent sources of information.

One might question whether the large systematic misalignment between vision and proprioception could not be an artifact because of errors in the alignment of our setup. There are two reasons why such misalignment cannot explain our results. First, there are indeed imperfections in the alignment of the setup (see Materials and Methods), for instance because the cathode ray tubes (CRTs) are not completely flat. However, these alignment errors are the same for all subjects, and much smaller than the subject-specific misalignment that we found. Secondly, we found a similar range of values for the systematic misalignment in the analysis of two experiments that were performed by using a two-dimensional setup with a LCD projector (14, 15). Because the calibration of such a setup is very easy and does not involve any subject specific step, we can conclude that the subject-specific systematic misalignment that we found is not a technical but a physiological phenomenon.

The drift was slightly faster than predicted. Several of the various simplifying assumptions that we made may be responsible for this finding. For instance, we assumed that the increased uncertainty after removal of vision is only because of the expected execution errors. It seems very plausible that the abrupt disappearance of vision itself also adds uncertainty. Second, we assumed that the discrepancy between vision and proprioception could be described as a uniform translation, which ignores the deformations that have been reported (9). Third, subjects might have made more on-line corrections to their movements in the blocks with visual feedback than in those without, which would mean that we underestimated the execution variance by using \( \sigma_{ex}^2 \), and thus we underestimated the speed of drift (Eq. 4). Furthermore, in our calculations we neglected the fact that both the perceptual precision and the execution errors are direction-dependent (7, 16). If we take all of these simplifications into account, we are not surprised that our predictions differ slightly from the observed time course.

**Movement Drift.** The drift in movement endpoints that we observed when removing visual feedback has been reported before (17–20), without noticing that the direction and amplitude of the drift are characteristic for a subject. Previous studies tried to explain the observed drift in terms of execution errors, sensory adaptation, or drifting sensory maps. Accumulation of random execution errors cannot explain why the drift repeatedly goes in the same direction. One could argue that the execution errors are systematic, for instance because of misjudgment of the interaction torques during the movement (18). However, accumulation of execution errors cannot explain why the direction of the drift depends on the sensory modality in which the target is presented (Fig. 5). Furthermore, neither accumulation of execution errors nor drift of sensory maps can explain why the same bias that was observed after a period of drift was immediately present (and constant) in the first block. This initial mismatch, which is reproducible across days, is the key for our claim that vision and proprioception are not aligned.

The important conclusion that follows from the present model is that one can see drift in performance without any drift in sensory information. The model is therefore compatible with the experimental finding that the proprioceptive information required for controlling movement direction is not affected by movement drift (18). The model is also compatible with various other regularities that have been observed. For instance, our model predicts that the amount of drift depends on the number of movements made and not on the time the hand is out of view, which is in line with the results of Desmurget et al. (19). The well-established finding that faster movements are more variable than slow ones (21) leads to another prediction of our model. The larger variance in execution (thus larger \( \sigma_{ex}^2 \)) of fast movements should lead to faster drift, which has indeed been observed (17), and it is the converse of our analysis of the experiment of de Grave et al. (15; see Fig. 6), which showed that with precise movements the speed of drift can be very low.

**Adaptation.** The drift in performance that we observe resembles the decay observed in the test phase after adaptation to prism goggles (22, 23). At least part of that decay (and adaptation) might therefore also be the result of changing weights instead of recalibration of the senses. Such a change of weights without mutual calibration has been observed when haptic slant infor-
Neural Implementation. The presence of two separate estimates of both hand and target position seems to suggest that these estimates might be represented by different neurons. One group of neurons could represent the positions of both the hand and the target in visual coordinates, which seems to correspond to our knowledge about information processing in the posterior parietal cortex (27, 28). Following this line of reasoning, our model implies that there should also be neurons that represent the positions of both the hand and the target in proprioceptive coordinates. This proprioceptive coding of target position might seem implausible, but we previously provided evidence that an object that is as detached from the hand as a mouse cursor can be related to the proprioception of the hand (29). This proprioceptive coding of objects outside our body may be performed by cells located in the premotor cortex, whose visual receptive field shifts with arm position (30). However, different neurons are not necessary for representing two estimates; it could also be accomplished by neurons whose reference frame depends on the stimulus modality, as have been found in the ventral intraparietal area (31).

Conclusion. Our model of optimal sensory integration (without any recalibration) describes the systematic drift in movement endpoints and the changes in the variable error very well, without any parameter fitting. Thus, we conclude that combining the information of vision and proprioception does not lead to mutual calibration.

Materials and Methods

Experiment. Subjects were seated in a totally dark room, and they viewed two CRT displays (48 x 31 cm, viewing distance ~40 cm; resolution 1,096 x 866 pixels, 160 Hz) by mirrors (Fig. 2A). Infrared markers mounted on a bite board and on the cube allowed us to track the movements of the subjects’ heads and hands at 300 Hz with an Optotrak motion analysis system (NDI, Waterloo, ON). Before the experiment, we determined the positions of the nodal point of each of the subjects’ eyes relative to the bite board by asking the subjects to look at targets located in various directions (relative to the head) through a pinhole in a disk held in front of the eye. The intersection between the lines through the targets and the pinhole defines the eyes’ position relative to the head. Knowing these relative positions allowed us to draw an adequate image of the scene for each eye with a latency of <25 ms, without having to constrain the subjects’ heads completely. The mirrors were half-silvered, which allowed us to check the quality of the simulation of the hand-held cube by moving the cube while the real cube was also visible and check the spatial discrepancies between the real cube and the simulated feedback cube. The discrepancies depended on the position of the cube (1.5 cm at most) because we did not correct for factors such as the slight curvature of the CRT screens, and they were similar for all subjects.

At the start of the experiment, the 10 subjects were instructed to align an invisible 5-cm cube that they held in their hand with a visual simulation of a red cube of the same dimensions. On each trial, the location of the target cube was chosen at random from one of the four corners of an imaginary 20-cm tetrahedron in front of the subject. Thus, the movements were not simple back-and-forth movements but a random sequence of movements in 12 different directions in three-dimensional space. As soon as a movement to a target was finished (i.e., when the speed dropped below 10 cm/s), a new target was presented. Using this velocity threshold, subjects had the feeling that the new target appeared at the moment that they thought they had finished their movement. The threshold level made it impossible to use a slow-velocity phase at the end to correct possible errors. No further instructions on speed or accuracy were given, but all subjects chose movement times of about 0.5 s. Typical velocity profiles are shown in Fig. 2C.

The experiment started with an initial block of 50 test trials without any visual feedback to determine whether the subject showed a systematic mismatch between visual and proprioceptive localization. Subsequently, we gave subjects the possibility to align vision and proprioception. To do so, we showed a yellow simulated cube that moved with the cube in the subject’s hand during a block of 20 feedback trials. Subsequently, we tested whether subjects had aligned vision and proprioception in a second block of 50 trials without visual feedback. To see whether we could further improve the alignment, we presented another block of 20 trials with feedback and a final block of 50 test trials without feedback (Fig. 2B). The total duration of a session was ~3–5 min. Each subject performed this set of five blocks twice, on different days.

Data Analysis. We analyzed the three-dimensional errors in the endpoints of the movements separately for each subject. Different subjects might have different systematic mismatches between vision and proprioception. To be able to average over different subjects, we split the error in each trial into two components. One component was the component of the error in the direction of the bias in the initial block (primary error), which is a signed measure and is expected to be 0 in the trials with visual feedback. The other component (secondary error) is the absolute value of the remaining error (i.e., the component of the error that is perpendicular to the bias in the initial block). This measure is unsigned. Our hypothesis implies that the drift after removal of visual feedback will be in the direction of the bias in the initial block and thus captured by the primary error. If so, the remaining errors (as captured by the secondary error) are variable errors.

Our hypothesis predicted that subjects would show a bias that remains constant in the initial block, that there would be no bias in the block with visual feedback, and that the subjects’ errors would increase asymptotically to errors having the same magnitude and direction as in the initial block in subsequent blocks without visual feedback. We know of no other hypothesis that makes a similar qualitative prediction. Moreover, we can quantify these predictions with a model based on Bayesian reasoning.

Model. To quantify the predictions, we must make an assumption about how the perceived positions (x) of the hand (h) and target (t) are based on their proprioceptive (p) and visual (v) estimates. According to Bayesian inference, the combination leading to the most reliable estimate is a weighted average with weights determined by the reliability of each source of information, which can be estimated from the inverse of the variance of estimates based on that source of information (32, 33). We assume that our subjects use this optimal combination of information. For the estimated location oxetine of a visible hand, the optimal weighted average of the proprioceptive estimate x^t_p (with variance σ^2_p) and visual estimate x^t_v (with variance σ^2_v) is:

\[ oxetine = \frac{\sigma^2_v}{\sigma^2_v + \sigma^2_p} x^t_v + \frac{\sigma^2_p}{\sigma^2_v + \sigma^2_p} x^t_p. \]
As argued in the introduction, the location of a target is given by an equivalent combination of visual and proprioceptive estimates. To predict what happens when the hand moves out of view, we have to make an assumption about the subject’s estimate of their variability in motor performance because this estimate determines the amount of positional uncertainty that each movement adds. We assume that subjects judge it correctly, so we assess it from the movement endpoints under normal, full-vision conditions (the blocks with full-visual feedback). We will refer to this estimate as the execution variance ($\sigma_e^2$).

**Bias.** Using these two assumptions, we can estimate the perceived position of the hand $\hat{x}_h$ and target $\hat{x}_t$ after $n$ movements without visual feedback:

$$\hat{x}_h = \frac{\sigma_v^2 + n\sigma_{ex}^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} x_{h,p} + \frac{\sigma_p^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} \hat{x}_{h,v}$$

$$= x_{h,p} + \frac{\sigma_p^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} (\hat{x}_{h,v} - x_{h,p})$$  \[2\]

and

$$\hat{x}_t = \frac{\sigma_v^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} x_{t,p} + \frac{\sigma_p^2 + n\sigma_{ex}^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} \hat{x}_{t,v}$$

$$= x_{t,p} + \frac{\sigma_v^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} (\hat{x}_{t,v} - x_{t,p})$$  \[3\]

The consequence for the bias can best be seen by considering what happens when the unseen hand is at the target ($x_{h,p} = x_{t,p} = x_v$, $\hat{x}_{h,v} = \hat{x}_{t,v} = x_v$). In that case, one will perceive a difference between the position of the hand and the target that increases with the number of movements that one has made without seeing one hand or feeling the target (assuming that proprioception and vision differ systematically; $x_v \neq x_t$):

$$\hat{x}_h - \hat{x}_t = (x_v - x_t) - \frac{\sigma_p^2 + n\sigma_{ex}^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} (x_v - \hat{x}_v)$$

$$= \left(\frac{\sigma_p^2 + n\sigma_{ex}^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} + 1\right)^{-1} (x_v - \hat{x}_v).$$  \[4\]

We can determine the parameters in Eq. 4 from our experiment in which subjects moved their hand repeatedly among several targets. In the initial block of trials (before any feedback), we assume that the bias was constant and equal to $x_p - x_v$. We furthermore assume that the variance in this initial block is because of visual, proprioceptive, and execution errors ($\sigma_v^2, \sigma_p^2, \sigma_e^2$). With visual feedback of the hand (the second and fourth block of trials), we assume that the presence of relative visual information (providing direct information about the distance between hand and target) ensured that no bias was present ($\hat{x}_h = \hat{x}_t$) and that the variance was caused by execution errors only ($\sigma_e^2$). In the subsequent blocks in which visual feedback is removed, the bias should gradually return to the value before any feedback following Eq. 4. The primary error in a trial is the best estimate that we have for the bias in that trial, so we compare the primary error with the prediction of Eq. 4.

**Variable Error.** We can also make predictions for the measured variance in the movement endpoints. To do so, we need to know the relative contributions of vision and proprioception. We did not determine these contributions experimentally, but we assume that vision and proprioception are equally precise ($\sigma_v = \sigma_p$, which is a good approximation for some positions; ref. 34). For the localization of either the hand or the target, the predicted variance after the $n$th movement after removal of feedback is:

$$\sigma_n^2 = \frac{\sigma_v^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} + \frac{n\sigma_{ex}^2}{\sigma_p^2 + \sigma_v^2 + n\sigma_{ex}^2} \left[ 1 - \left(2 + \frac{\sigma_{ex}^2}{\sigma_p^2}\right)^{-1} \right] \sigma_p^2.$$  \[5\]

This equation predicts that the perceptual variance ($\sigma_v^2, \sigma_p^2$) directly after visual feedback ($n = 0$) will be half the variance without previous feedback ($n = \infty$). If we assume unequal weights for proprioception and vision, the reduction in variance will be smaller. As the reduction in variance does not seem to be smaller than predicted (Fig. 3 Lower), our assumption of equal variances seems justified. The prediction for the measured variance in the endpoints of a given trial is the sum of the two perceptual variances at that moment and the execution variance ($\sigma_v^2 + \sigma_p^2 + \sigma_e^2$). We cannot measure directly the variance on each trial, but the (absolute) secondary error is proportional to the standard deviation. The average absolute deviation from the mean for a circular two-dimensional Gaussian distribution equals $\sigma \sqrt{\pi/2}$, so the secondary error is $\approx 1.25$ times the standard deviation in one dimension.
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